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Figure 1. We introduce the first single-image stochastic inverse rendering method, a principled approach for recovering the attenuated
frequency spectrum of the illumination and reflectance by seamlessly integrating a neural generative process in inverse rendering. Our key
idea is to recover the illumination as a reflectance map of a perfect mirror. The results enable arbitrary object insertion and relighting.

Abstract

Reflectance bounds the frequency spectrum of illumina-
tion in the object appearance. In this paper, we introduce
the first stochastic inverse rendering method, which recov-
ers the attenuated frequency spectrum of an illumination
jointly with the reflectance of an object of known geometry
from a single image. Our key idea is to solve this blind in-
verse problem in the reflectance map, an appearance repre-
sentation invariant to the underlying geometry, by learning
to reverse the image formation with a novel diffusion model
which we refer to as the Diffusion Reflectance Map Net-
work (DRMNet). Given an observed reflectance map con-
verted and completed from the single input image, DRM-
Net generates a reflectance map corresponding to a perfect
mirror sphere while jointly estimating the reflectance. The
forward process can be understood as gradually filtering
a natural illumination with lower and lower frequency re-
flectance and additive Gaussian noise. DRMNet learns to
invert this process with two subnetworks, IllNet and RefNet,
which work in concert towards this joint estimation. The
network is trained on an extensive synthetic dataset and is
demonstrated to generalize to real images, showing state-
of-the-art accuracy on established datasets.

1. Introduction

Light interacting with surfaces narrate our rich visual world.
The light from illuminants reflect off object surfaces deeply

entangling the surface material and geometry in its process.
Deciphering the surface geometry, reflectance properties,
and the incident illumination from this reflected radiance
has been the central focus of physics-based vision research.
Our focus is achieving this from a single image.

The ability to explicitly recover rich situational informa-
tion from a single glance at an object goes to the very heart
of embodied perception and enables effective use of visual
information both in human perception and robot vision. For
instance, decisions on how to act on an object needs to be
made as the visual information is captured, and cannot be
stalled until a hundred images are captured.

Even when the shape is known, i.e., with an RGB-D
smartphone sensor, disentangling the reflectance and illu-
mination from a single image remains ill-posed due to two
key problems. The first is color ambiguity—it is unclear
whether to associate, for instance, the green object appear-
ance to the illumination or the reflectance which cannot be
resolved without assumptions on the color of either. The
bigger and fatal obstacle is the loss of information. The
reflectance acts as an angular filter on the incident illumina-
tion while the geometry determines its orientation [56]. As
a result, the frequency spectrum of the object appearance is
bounded by the highest frequency of either the reflectance
or the illumination, the former of which is usually lower [8].

The frequency bound limits the utility of the estimated
reflectance and illumination of past methods which do not
pay attention to it. Due to low-pass reflectance, the illumi-
nation estimate is blurry and can only be used to insert an
object in the scene that has lower frequency characteristics
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than the object used to recover the illumination. The same
can be said about relighting using the illumination estimate.

How should we recover the true illumination and re-
flectance from object appearance? The frequency bound of
the object appearance suggests that there is no such thing
as a true estimate. Given the object appearance, the illu-
mination must be generated together with the reflectance as
only its combined, partial information is encoded in it. In-
verse rendering, particularly from a single image, as such,
is a generative process. We argue for stochastic inverse ren-
dering in which image formation is explicitly modeled as
a stochastic process and its inversion becomes a stochastic
generative reverse process. Stochasticity needs to be seam-
lessly integrated into the radiometric disentanglement.

In this paper, we derive a principled stochastic inverse
rendering method for a single image. We assume homoge-
neous reflectance, which is the most challenging in terms
of lacking visual information and serves as a foundation for
multiple materials and objects. Our key idea is to learn to
generate the illumination from the object appearance with a
diffusion model on the reflectance map. By formulating the
task on a geometry-invariant reflectance map, it enables ra-
diometric disentanglement in the same domain eliminating
the need for complex differentiable rendering.

Our problem is inherently blind, i.e., the reflectance act-
ing as the forward operator is also unknown. We introduce a
novel diffusion model, Diffusion Reflectance Map Network
(DRMNet), that generates a reflectance map corresponding
to a perfect mirror sphere from the observed reflectance map
while jointly estimating the reflectance. DRMNet consists
of two subnetworks to learn to invert the forward radiomet-
ric image formation process with Gaussian noise.

The first, IllNet, is a U-Net that stochastically converts
the current reflectance map into that of a sharper reflectance
until it becomes perfectly mirror. The second, RefNet, is
a simple network that takes in the observed and current re-
flectance maps and the current time-step and estimates the
object reflectance as a parametric model. RefNet, in concert
with IllNet, learns to iteratively refine the reflectance esti-
mate. We introduce another diffusion model to transform
the single input image into a reflectance map for DRM-
Net input by completing missing regions and resolving the
many-to-one mapping from pixels to surface normals.

We train these diffusion models with a large synthetic
dataset of reflectance maps of known reflectance and com-
plex natural illumination and evaluate the accuracy of our
method on a number of real and synthetic data. Through ex-
tensive comparisons with relevant works, we show that our
method achieves state-of-the-art accuracy on this challeng-
ing task. We believe this explicitly generative approach to
single-image inverse rendering would benefit a wide range
of downstream applications not just for image synthesis but
also for situational awareness and embodied interactions

with the objects and surroundings.

2. Related works
Inverse Rendering The disentanglement of object ap-
pearance into its radiometric constituents, namely the ge-
ometry, reflectance, and illumination, may inform about the
object and the surroundings to a wide range of applications
in computer vision, graphics, and robotics. This task is of-
ten referred to as inverse rendering [50], radiometric de-
composition [47], appearance modeling [29], and inverse
optics [3].

Many recent methods model this entanglement solely
for novel view image synthesis, a representative approach
of which is Neural Radiance Fields (NeRF) [54]. The re-
sults are impressive, demonstrating high-fidelity novel view
synthesis of intricate objects. These methods, however, in-
herently rely on many multi-view ray samples of the scene
[7, 18, 28, 45, 54, 61, 67, 76] or many images under dif-
ferent scene conditions captured from the same viewpoint
[40, 41, 44, 73], typically on the order of tens of images. In
sharp contrast, our focus is on recovering as much as possi-
ble about the object and scene from a single observation by
leveraging the key physical characteristics of the interaction
of light with the object surface.

Single-image inverse rendering is severely ill-posed even
when the object shape is known. Lombardi et al. [46] in-
troduce an MAP estimation framework with analytical re-
flectance and illumination priors. Chen et al. [14] model re-
flectance and illumination using deep neural networks and
estimate them through optimization with differentiable ren-
dering. Meka et al. [53] estimate the reflectance parameters
with an image-space U-Net to convert the object appearance
into a mirror and recovers illumination as a linear combina-
tion of low-order spherical harmonics estimated from dif-
fuse shading and mirror reflection. This results in patched-
up frequency spectrum as the mirror reflection only gives
sparse high frequency details and the spherical harmonics
only low frequency components. Our method achieves joint
estimation of the reflectance and illumination in a space in-
variant to the surface geometry, i.e., reflectance map. A few
past works estimate a reflectance map [57] or an appearance
map [52]. These methods, unlike ours, do not disentangle
the illumination and reflectance.

Georgoulis et al. [25] regress the reflectance parameters
and illumination as an environment map from a reflectance
map. This method, however, does not account for the fre-
quency attenuation in the observation and only recovers
an arbitrarily bounded illumination. A few recent meth-
ods learn to estimate shape, reflectance, and illumination
from a single image just for one class of objects (e.g., car)
[27, 74] or by using supervision of synthetic data [9, 72].
Self-supervised methods use differentiable rendering to de-
compose single images into shape, reflectance, and illumi-



nation [12, 13, 34, 77, 79, 80]. Most of these methods
are limited to simple or low-frequency illumination. Even
with a fully-supervised model, directly estimating a single
high-frequency solution from observations that only contain
low-frequency components will lead to an averaged low-
frequency estimate, i.e., it cannot return a full spectrum es-
timate. Our focus is to break free of this fundamental limi-
tation of inverse rendering by formulating it as a stochastic
generative process.

Illumination Estimation Past methods have also tack-
led estimation of illumination alone [26, 55, 70, 71]. Yu
et al. [78] estimated the lighting from shiny objects whose
shape, reflectance, and texture are known. Our method does
not make assumptions on the object reflectance and jointly
estimates it. Swedish et al. [65] achieves high-frequency
illumination estimation by leveraging cast shadows. Our
method does not rely on high-frequency illumination that
casts sharp shadows, i.e., the illumination can have arbitrary
frequency characteristics.

Recent illumination estimation methods extrapolate the
full surrounding from a partial scene captured in the lim-
ited single view frustum [20, 22, 23, 39, 81–83]. This
has also been demonstrated for spatially varying illumina-
tion in 2D [5, 24, 63, 66] or 3D [4, 64]. Several methods
estimate the geometry as depth or normals, together with
the reflectance and illumination from a single scene image
[42, 43, 69, 85, 86]. These methods, however, fundamen-
tally assume rich scene information to be present in the im-
age, not just a single object, and high-frequency lighting es-
timation is conducted mainly through spatial interpolation.

In a concurrent work, Lyu et al. [49] propose a genera-
tive model of environment maps by applying probabilistic
diffusion as a prior on the illumination in a conventional
Bayesian framework [14, 46]. The method samples multi-
ple illuminations using this diffusion model. In contrast, our
approach reformulates inverse rendering from the ground up
as a stochastic inversion process by seamlessly integrating
probabilistic diffusion as a forward radiometric formation
model on the reflectance map. This eliminates the need
of differentiable rendering to bridge the complex domain
gap between the image and 3D object surface and enables
stochastic generation of the illumination without separate
explicit sampling. We show that our method achieves sig-
nificantly higher accuracy.

Diffusion for Inverse Problems Denoising Diffusion
Probabilistic Models [30, 62] have been applied to inverse
problems in computer vision including image deblurring,
inpainting, and super-resolution [15, 17, 36, 37]. These
methods assume known, deterministic forward operators
and modify the reverse process based on score-matching.
Other methods have used diffusion models by conditioning
on the given image [48, 58, 60]. Chung et al. [16] extend

these to noisy non-linear inverse problems.
The forward diffusion process can be extended to general

signal degradation [6, 19, 31, 38]. Rissanen et al. introduced
“heat dissipation” as a forward process, and gradually gen-
erated low- to high-frequencies in its reverse process [59].
The forward operators in these methods are known. Our
problem is similar but significantly more challenging as the
operator, i.e., the object reflectance, is unknown—we have
a blind inverse problem.

3. Diffusion Reflectance Map

We start by reformulating radiometric image formulation as
a forward stochastic process on the reflectance map.

3.1. Forward Reflectance Maps

The reflected radiance Lr at a surface point x due to inci-
dent directional illumination Li can be described with the
rendering equation [35]

Lr(x, ω
′
o) =

∫
Ω′

fr(ω
′
i, ω

′
o)Li(ω

′
i)(ω

′
i · n(x))dω′

i , (1)

where ω′
i and ω′

o are the incident and outgoing directions
of light in the local coordinate frame (i.e., with n(x) as
the north pole) of the surface point, respectively, Ω′ is the
upper local hemisphere of the surface point, and fr is the
bidirectional reflectance distribution function (BRDF). We
assume a surface with homogeneous material properties
fr(x, ω

′
i, ω

′
o) = fr(ω

′
i, ω

′
o). Spatially varying BRDFs are

often handled by pre-segmenting the object surface into re-
gions of different BRDF, or by considering soft assignment
indicator values, which we will consider in future work.

Estimation of the reflectance (BRDF fr) and the illumi-
nation (Li) from a single image (Lr at each point in the
viewing direction) is challenging even when the surface ge-
ometry (n for every x) is known and the reflectance is ho-
mogeneous. The key difficulty stems from the multiplica-
tion of the two radiometric ingredients and the integration
over the upper hemisphere. These cause frequency atten-
uation and implicit angular coordinate transform that ham-
per reflectance and illumination recovery from the object
appearance, which past methods tackled with complex non-
linear optimization or approximate differentiable rendering.

We can explicitly rotate each local direction into the
global coordinate frame and approximate each local integra-
tion domain with the hemisphere centered around the view-
ing direction. This means that, if the surface point x can be
uniquely determined by its surface normal, the surface ra-
diance (i.e., object appearance) can be uniquely defined by
Lr(n), the reflectance map [32]

Lr(n) =

∫
Ω

fr(ωi(n), ωo)Li(ωi(n))(ωi(n) · n)dωi . (2)
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Figure 2. Overall architecture of Diffusion Reflectance Map Net-
work (DRMNet). DRMNet consists of two subnetworks, IllNet
for stochastic reverse diffusion to recursively transform the ob-
served reflectance map into a reflectance map of a perfect mirror,
and RefNet for jointly and iteratively estimating the reflectance.

Different surface points with the same surface normal can
have different radiance due to global light transport, such as
cast shadows and interreflection. We assume that these vari-
ations can be resolved when we map the object appearance
(image) to the reflectance map (Lr(n)) (Sec. 4).

3.2. Stochastic Inverse Rendering

Optical image formation adds measurement noise which
can be approximated with a zero-mean Gaussian. As such,
image formation can be viewed as a Gaussian stochastic for-
ward process on the reflectance map Eq. (2). Now our goal
is to recover the reflectance fr and the illumination Li in
the global coordinate frame, i.e., as an environment map.
This clearly necessitates a stochastic generative approach
that reverts Gaussian added reflectance map to recover the
attenuated frequency components of Li by fr.

The reflectance map enables us to formulate single-
image reflectance and illumination disentanglement as a
geometry-independent stochastic inversion process. This
allows us to derive a stochastic inverse rendering approach,
a principaled inverse rendering approach with stochasticity
seamlessly integrated in the estimation process. In partic-
ular, we formulate it as generating a reflectance map of a
perfect mirror surface from the observed image. This in-
verse diffusion process is not that of a regular noise to sig-
nal, but of a deterministic forward process with stochastic
observation noise, similar to heat dissipation [59].

The inverse generative process can be considered as
steps taken along the reflectance space towards a perfect
mirror. If we employ an analytical reflectance model, this
can be considered as a trajectory in its parameter space. We
employ the Disney principled BSDF model [11]

fr(ω
′
i,ω

′
o; Ψ := {ρd, ρs, α, γ})

= (1− γ)
ρd

π
(fdiff(ω

′
i,ω

′
o) + fretro(ω

′
i , ω

′
o;α))

+ fspec(ω
′
i,ω

′
o;ρd, ρs, α, γ) .

(3)

where we use a partial set of its BSDF model parameters
for simplicity: ρd, ρs, α and γ, the diffuse color, specular
strength, roughness and metallicness, respectively. All of
the parameters are normalized to [0, 1]. Please see the sup-
plementary material for the full model.

3.3. Diffusion Reflectance Map Network

Figure 2 depicts the architecture of Diffusion Reflectance
Map Network (DRMNet) which consists of two subnet-
works. The first is a diffusion model, IllNet, that learns to
invert the forward reflectance map generation process con-
ditioned on the reflectance. The second is a reflectance es-
timator, RefNet. Input to DRMNet are the observed and
current reflectance maps, L(K)

r and L
(k)
r , respectively.

IllNet estimates the illumination from the observed re-
flectance map by iteratively generating a reflectance map
L
(k−1)
r and reflectance parameters one step closer to perfect

mirror f (k−1)
r (ω′

i, ω
′
o; Ψ

(k−1)) from the current reflectance
map L

(k)
r and reflectance parameter estimate Ψ(k). The re-

flectance estimate of the object is Ψ(K), where K is the
maximum time step, i.e., the observation. This recursion
traces a trajectory in the reflectance parameter space

Ψ(k−1) −Ψ0 = η(Ψ(k) −Ψ0) , (4)

where η is a constant in (0, 1) that controls the speed to-
wards Ψ0, i.e., a perfect mirror reflectance [1, 1, 1, 1, 0, 1].

The main parameter that determines the highest fre-
quency of the reflectance is the surface roughness α. When
α = 0, the surface is perfect mirror reflectance, which
we would like to achieve as Ψ0. If we focus on the
surface roughness α, the iterative reverse steps defined
in Eq. (4) gradually moves it towards 0 and its change∣∣α(k−1) − α(k)

∣∣ = (1− η)α(k), asymptotically dampens in
the process. As these smaller steps in the surface roughness
correspond to higher frequencies in the reflectance map, this
means, with the uniform steps in Eq. (4), the higher the fre-
quencies, the denser the sampled steps. This contributes to
robust recovery of the illumination.

This iterative generation, learned as a reverse diffusion
process, starts with the observed reflectance map L

(K)
r and

reflectance parameters Ψ(K) and IllNet is applied recur-
sively until it reaches a reflectance map L

(0)
r corresponding

to a perfect mirror Ψ0. In practice, by definition (Eq. (4)),
Ψ(0) only asymptotically reaches Ψ0. For this, we set K to
satisfy ||Ψ(0) − Ψ0||2 < ϵ for a small ϵ. At inference time,
we do not need to explicitly define K and instead iterate till
Ψ(k) reaches ||Ψ(k) −Ψ0||2 < ϵ.

RefNet learns to estimate the reflectance parameters of
the object in the observed single image: Ψ(K). The re-
flectance parameter Ψ(k) corresponding to the current re-
flectance map can be computed from this observed re-
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Figure 3. Additive Gaussian observation noise makes each im-
age formation process stochastic, and reflectance attenuates high-
frequencies of the illumination whose residues are gradually
washed out by the noise. The reverse process is thus necessarily
stochastic, effectively generating the lost higher frequency com-
ponents of the illumination by sampling along learned scores.

flectance estimate by

Ψ(k) = η(K−k)(Ψ(K) −Ψ0) + Ψ0 , (5)

using the steps taken so far (K − k).
The illumination generation process by IllNet is inher-

ently noisy due to its stochasticity and a direct estimate of
the current reflectance parameters Ψ(k) from L

(k)
r would be

noisy especially as the step size gradually becomes smaller.
Instead, by always estimating the observed reflectance and
analytically computing the current reflectance, we obtain
robust estimates of the current reflectance that are guaran-
teed to converge. At the same time, this lets RefNet itera-
tively refine its estimate of the observed object reflectance,
i.e., RefNet learns to optimize the object reflectance through
its iteration along with IllNet.

We can describe the radiometric formulation of an ob-
served reflectance map L

(K)
r from the surrounding illumi-

nation L
(0)
r and the object reflectance f

(K)
r as a forward

iterative process

q(L(1:K)
r |L(0)

r , f (K)
r ) =

K∏
k=1

q(L(k)
r |L(0)

r , f (K)
r ) . (6)

Let us express the reverse process (DRMNet) using Ill-
Net and RefNet parameters, θ and ϕ, respectively,

pθ(L
(0:K−1)
r |L(K)

r ) =

K∏
k=1

pθ,ϕ(L
(k−1)
r |L(k)

r ) . (7)

The conditional pθ,ϕ must invert q in Eq. (6). Although the
forward transition q is deterministic, it cannot be inverted
analytically, not just because it is highly non-linear, but also
because of the information loss. For this, pθ,ϕ must be a
stochastic generative model. In order to make this reverse
process stochastic, we must in turn make the forward pro-
cess q also stochastic while at the same time obeying the
deterministic radiometric image formation process.

Input Raw
Reflectance Map

Mapping

Observed
Reflectance Map

Completion
(inpainting & denoising)

ObsNet

Figure 4. We convert the single input image into an observation
reflectance map by “completing” the sparsely mapped reflectance
map with another diffusion model, ObsNet.

Similar to [59], we resolve this by adding stochastic
perturbations to the deterministic forward process (i.e., the
Gaussian observation noise)

q(L(k)
r |L(0)

r , f (K)
r ) = N (L(k)

r |Lr(n;Li, f
(k)
r ), σ2I) , (8)

where fr(k) is the reflectance whose parameter Ψ(k) is
computed from the observed reflectance estimate Ψ(K) by
Eq. (5), and σ is the standard deviation of the added noise.

The stochastic additive observation noise washes out the
high-frequency components of the illumination, the bulk
of which is already attenuated by the reflectance. Fig-
ure 3 depicts this forward radiometric object appearance
process q for different combinations of illumination Li and
reflectance f

(K)
r . As the reflectance deviates from per-

fect mirror reflection, the reflected illumination, i.e., the re-
flectance map, looses high-frequency details and color and
all combinations become indistinguishable.

The conditional pθ,ϕ models the reverse process of this
stochastic forward radiometric process. Starting from the
observed reflectance map, by iteratively reverse transition-
ing with the conditional pθ,ϕ, we can generate one illumi-
nation that gives rise to the observed reflectance map for
that object reflectance among the infinite possibilities. We
model this reverse transition pθ,ϕ with a Gaussian and ex-
plicitly condition it on the observed reflectance map (i.e.,
object appearance) L(K)

r

pθ,ϕ(L
(k−1)
r |L(k)

r , L
(K)
r , f

(k)
r ) = N (L

(k−1)
r |µθ,ϕ(L

(k)
r , L

(K)
r ), δ2I) .

(9)
We learn the expectation µθ,ϕ of this Gaussian

µθ(L
(k)
r , L(K)

r ,Ψ
(k)
ϕ (L(k)

r , L(K)
r ,K − k)) ,

and set the variance to a constant δ. We further reparame-
terize µθ(L

(k)
r , L

(K)
r ,Ψ

(k)
ϕ ) = L

(k)
r + εθ(L

(k)
r , L

(K)
r ,Ψ

(k)
ϕ )

to train IllNet from the residuals.
We maximize the evidence lower bound (ELBO) of the

marginalized reverse transition pθ,ϕ(L
(0)
r |L(K)

r ) by mini-
mizing the upper bound on the negative log likelihood. In
the supplementary material, we derive this step by step,
which leads to a simplified objective

Li = ELi,fr,k|µθ,ϕ(n;L
(k)
r , L(K)

r )− Lr(n;Li, f
(k)
r )|22 .

(10)
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Figure 5. Qualitative results on iBRDF synthetic dataset. For each input, the top row is the illumination estimate shown as a spherical
panorama and the bottom row is the reflectance estimate rendered as a sphere under a point source.

When training DRMNet, the illumination Li, reflectance
f
(K)
r , and step k are uniformly sampled from a set of en-

vironment maps, reflectance parameter values, and [1,K],
respectively. As the reflectance map corresponding to per-
fect mirror reflection L

(0)
r is equivalent to the incident il-

lumination Li, we can use Li as the expectation instead of
L
(0)
r .

In addition to the loss on the reflectance map Eq. (10),
we impose a reflectance loss on the reflectance parameters
estimated by RefNet Ψ(K)

ϕ using the reflectance parameters

corresponding to the forward step and process, Eq. (8) f (k)
r

and Eq. (6) f (K)
r , respectively,

Lr = ELi,fr,k

[
|Ψ(k)

ϕ −Ψ(k)|22 + |Ψ(K)
ϕ −Ψ(K)|22

]
.

(11)
The final loss is L = λiLi + λrLr, where λi and λr

are hyperparameters weighting the ELBO and reflectance
losses. IllNet is implemented with a U-Net and RefNet with
a simple MLP. Please see the supplementary material for
detailed architectures of IllNet and RefNet.

4. Observed Reflectance Map

How do we get the first input to DRMNet from the single
input image? Given the single image of an object whose
geometry as surface normals are known, we can compute
its reflectance map by mapping each pixel onto a Gaussian
hemisphere, i.e. a hemisphere parameterized by the surface
normals with its north pole pointing towards the viewpoint.
Each pixel p gives a pair of surface radiance Lp and surface
normal np related by Eq. (2)

Lp = Lr(xp,Rnpwo,p) , (12)

illumination reflectance
logRMSE↓/PSNR↑/SSIM↑/LPIPS↓ logRMSE↓

LIME [53] 5.74 / 8.7 / 0.24 / 0.70 1.88
iBRDF [14] 3.20 / 11.5 / 0.34 / 0.67 1.01
DPI [49] 4.22 / 10.8 / 0.25 / 0.68 2.03
DRMNet (Ours) 2.62 / 14.4 / 0.59 / 0.59 0.66

Table 1. Quantitative results on the iBRDF synthetic dataset [14].
Our DRMNet acheives state-of-the-art accuracy.

where xp is the surface point of pixel p. We assume or-
thographic projection and use the camera coordinate frame
so that wo,p = [0, 0,−1] and a homogeneous surface Lp =
Lr(np). The reflectance map Lr(np) can thus be computed
by extracting the surface normal of each image pixel.

As each surface normal of the reflectance map can be ob-
served at multiple image pixels, the mapping from the input
image to the reflectance map is not injective. Global light
transport manifests in self-shadows and interreflection caus-
ing darker and brighter radiance, respectively, for the same
surface normal at other surface points that are directly lit.
We minimize global light transport effects in our reflectance
map mapping by taking the median pixel intensities of the
multiple surface points with the same surface normal

r(n) = median{Lp|θp := cos−1(np · n) < ϵ} , (13)

where ϵ is the angular threshold to determine the set of pix-
els corresponding to a given surface normal.

This reflectance map is inevitably sparse unless the sur-
face normals of the object cover all possible directions uni-
formly, i.e., it is a hemisphere facing the camera. We “com-
plete” this reflectance map with another diffusion model,
which we refer to as ObsNet. Unlike regular diffusion for
image inpainting [6], we train the diffusion model to learn
to generate the observed regions as they can be inaccurate
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Figure 6. Illumination estimates of the nLMVS-Real dataset for different objects taken in complex environments. DRMNet successfully re-
covers accurate and plausible detailed illumination from the frequency-attenuated object appearance. Note that ALP knows the reflectance.

illumination est. time
logRMSE↓/PSNR↑/SSIM↑/LPIPS↓ secs↓

LIME [53] 7.05 / 8.11 / 0.14 / 0.71 1.1
iBRDF [14] 2.13 / 10.6 / 0.17 / 0.70 5048
DPI [49] 3.57 / 12.6 / 0.27 / 0.65 1143
ALP [78] 0.95 / 15.3 / 0.39 / 0.66 267
DRMNet (Ours) 1.18 / 14.6 / 0.33 / 0.60 14.3

Table 2. Quantitative evaluation of the illumination estimates on
the nLMVS-Real dataset [75]. Note that ALP requires reflectance
which we provide by estimation from multiview images a pri-
ori. DRMNet achieves comparable accuracy 20 times faster while
jointly estimating the reflectance from a single image.

illumination relighting
logRMSE↓/DSSIM↓ logRMSE↓/DSSIM↓

DelightNet 0.933 / 0.365 1.110 / 0.186
iBRDF 0.864 / 0.329 1.027 / 0.077
Ours 0.694 / 0.308 0.414 / 0.107

Table 3. Quantitative results on the DeLight-Net dataset. DRM-
Net consistently achieves high accuracy in both illumination and
reflectance estimation. See text for details.

due to global light transport effects that slipped through the
median mapping. ObsNet can be trained on a large number
of synthetic reflectance maps rendered for various combi-
nations of reflectance and illumination masked by surface
normal distributions of randomly selected objects.

5. Experiments

We evaluate the effectiveness of DRMNet quantitatively
and qualitatively and compare with related existing inverse-
rendering methods [14, 49, 53, 78] on synthetic and real
images. In the supplementary material, we also justify our
formulation of stochastic inverse rendering with probabilis-
tic diffusion as well as the specific architecture of DRMNet
through ablation studies, and analyze the stochastic behav-
ior of DRMNet over multiple estimations on the same input.
Please see supplementary material for more results.

LIME [53] iBRDF [14]input DPI [49] DRMNet GT

Figure 7. Relighting results using reflectance estimates on the
nLMVS-Real dataset. DRMNet results match ground truth well,
demonstrating the accuracy of its recovered illumination. ALP
cannot be applied as it requires reflectance pre-acquisition.

Datasets We train DRMNet on a large dataset of synthetic
reflectance maps rendered with Mitsuba3 [33]. We use en-
vironment maps from the Laval Indoor Dataset [10, 22] and
Poly Haven HDRIs [2] for illumination. Please see the
supplementary material for details about how we randomly
sample these illumination and reflectance to create a large
training and test dataset. We use the same dataset to train
ObsNet. All data and code can be found in the project page.

For thorough comparative studies, we use the iBRDF
synthetic dataset [14], the nLVMS real dataset [75], and
the DeLight-Net real dataset [27]. The iBRDF dataset con-
sists of images of spheres rendered with HDR environment
maps [21] and measured BRDFs [51]. This dataset allows
us to quantitatively evaluate the accuracy of reflectance es-
timates, which is not possible with real images. We use
a large enough subset of this dataset to achieve thorough
quantitative comparison in realistic time. The nLMVS
dataset consists of images captured in six different illumi-
nation environments for 20 different objects of 5 different
shapes and 4 different reflectances, all with ground truth ge-
ometry and HDR environment maps. We test on one view
for each environment. The DeLight-Net dataset consists of
images capturing real spheres and is used to compare with
the method by Georgoulis et al. [27] as their code is not
available (link broken).
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Figure 8. Object replacement results on the nLMVS-Real dataset.
Accurate illumination estimates of DRMNet enable rendering of
detailed object appearance for objects with arbitrary reflectance.

Metrics We use several metrics to quantitatively evaluate
the accuracy of the illumination and reflectance estimates.
For the reflectance, we use the log-scale RMSE in the non-
parametric MERL BRDF representation as in iBRDF [14].
The non-parametric representation enables accuracy com-
parison regardless of the BRDF model. Scale-invariance
absorbs the ambiguity in absolute radiance due to exposure
and overall illumination brightness. We also evaluate re-
flectance estimates through relighting results with log-scale
RMSE and SSIM [68]. For quantitative evaluation of the il-
lumination estimates, we compute scale-invariant log-scale
RMSE, PSNR, SSIM, and LPIPS [84] at 128× 256 resolu-
tion. For the PSNR, SSIM, and LPIPS, we compute them
on LDR images after tone-mapping HDR illumination.

iBRDF synthetic dataset Table 1 and Fig. 5 show quan-
titative and qualitative evaluation of the accuracy of illumi-
nation and reflectance estimates using the iBRDF synthetic
dataset. DRMNet achieves higher accuracy and recovers
more natural illumination. As ALP [78] requires estimation
of the shape and reflectance parameters at many viewpoints,
we do not compare with it here. Figure 5 shows that the con-
current work by Lyu et al. [49] results in illumination esti-
mates that significantly deviate from the ground truth, as it
is a naive noise seeded diffusion model used as an external
prior in a classic Bayesian inverse-rendering formulation.

nLMVS real dataset We evaluate the estimation accu-
racy on real images using the nLMVS-Real dataset [75].
Table 2 shows quantitative results. Note that we have also
included ALP [78] for comparison, but the method requires
known reflectance, pre-acquired from multiple images un-
der known lighting. Our method achieves accuracy com-
parable to this known-reflectance method, but in an order
faster computation as DRMNet does not require complex
non-linear optimization.

As ground truth reflectance is unknown, we evaluate the
accuracy of the reflectance estimate through relighting. Fig-
ure 7 shows relighting results under a different illumina-
tion using the estimated reflectance and rotated geometry to

logRMSE↓/PSNR↑/SSIM↑/LPIPS↓
relighting object replacement

LIME [53] 1.73 / 18.6 / 0.81 / 0.40 1.67 / 14.0 / 0.73 / 0.25
iBRDF [14] 1.69 / 19.9 / 0.83 / 0.35 0.58 / 19.2 / 0.80 / 0.22
DPI [49] 1.75 / 17.7 / 0.73 / 0.44 0.49 / 21.0 / 0.83 / 0.21
ALP [78]; (pre-acquired reflectance) 0.39 / 22.2 / 0.86 / 0.19
DRMNet 1.68 / 20.6 / 0.83 / 0.34 0.35 / 23.3 / 0.86 / 0.17

Table 4. Quantitative evaluation of relighting with rotated geome-
try and object replacement on the nLMVS-Real dataset [75]. Our
method achieves highest accuracy in both.

align with that in the ground truth image. The results show
strong consistency in object appearance, suggesting high
accuracy of reflectance estimates. Figure 8 shows render-
ings of different objects under the estimated illumination.
Since our method explicitly recovers the high frequency
spectrum of the illumination, even objects with higher fre-
quency than the one used to recover the illumination can be
relit with natural appearance. Please see supplementary ma-
terial for more results in higher resolution. Table 4 shows
quantitative results corresponding to Figs. 7 and 8. DRM-
Net achieves highest accuracy in both.

DeLight-Net real dataset Table 3 shows quantitative re-
sults on the DeLightNet dataset. “Illumination” is the esti-
mated illumination reflected by a mirror sphere and Geor-
goulis et al. [27] directly regress this from the reflectance
map. Note that DeLightNet does not estimate the re-
flectance. To directly compare with their method, we eval-
uate using log-scale RMSE and DSSIM [1]. Our DRMNet
achieves higher accuracy over the two existing methods in
both illumination and reflectance estimates except for one
metric. We plan to incorporate a learned BRDF model, e.g.,
iBRDF [14], in future extensions.

6. Conclusion
We introduced DRMNet, a principled stochastic inverse
rendering method that estimates the illumination and re-
flectance from a single image of an object of known ge-
ometry taken under complex natural illumination. By for-
mulating the radiometric disentanglement on the reflectance
map and as a recursive inversion of stochastic diffusion
but with an underlying deterministic rendering equation,
we showed that DRMNet achieves state-of-the-art accuracy
and full detailed recovery of surrounding illumination, en-
abling relighting and replacement of objects with arbitrary
reflectance properties. By breaking the fundamental limita-
tions of inverse rendering with a seamlessly integrated gen-
erative model, DRMNet opens new possibilities of single-
image radiometric understanding.
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