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A Details of Training on the Mixed Datasets

A.1 Dataset Preparation

We use the images from the front camera in Argoverse2 [21], Lyft [12], A2D2 [9],
and DDAD [11] for training. As mentioned in Sec. 6.1 since the focal lengths
are essential for metric MDE, we resize the image and align the focal lengths
to 1000 px. In order to facilitate the training process, we crop the images to
832×512 resolution. These resizing and cropping are also done for evaluation on
the KITTI Eigen split [7].

To make the training easier and more efficient, we eliminate frames where
the camera is stationary since training with these frames greatly degrades the
inference performance [10]. We achieve this elimination by looking at pairs of
successive frames and simply checking the number of pixels with large differences
in normalized intensities. Images with a small number of pixels with large in-
tensity changes are deemed stationary and discarded from the training dataset.
Since Argoverse2 is captured at a higher frame rate than the other datasets, we
treat every other frame as successive frames.

For optimization during training, FUMET requires a sufficient number of
images captured with the same camera height. We select such sequences with at
least 2,500 frames. At the end of each training epoch, we optimize each camera
height individually. In total, we use 235,341 images for training.

A.2 Training Settings

We train Monodepth2 [10] with ResNet50 on FUMET with the same batch size
and initial learning rate as used during training on the KITTI dataset (Sec. 6.1).
Considering the gap of training samples between KITTI and the mixed dataset,
we set τmid = 4 and train for 8 epochs while reducing the learning rate by half
every 3 epochs. For training on the mixed dataset and KITTI, we train for 8
epochs with τmid = 3 and reduce the learning rate by half every 2 epochs.

https://orcid.org/0009-0005-9076-3152
https://orcid.org/0000-0002-3534-3447
https://vision.ist.i.kyoto-u.ac.jp/


2 G.Kinoshita et al.

Table 1: Comparison of FUMET trained with ground-truth camera intrinsics versus
the one trained with recovered values with COLMAP. Each model is trained and eval-
uated on KITTI [7,8] (640×192 resolution). FUMET can train a model with recovered
camera intrinsics, achieving accuracy comparable to that trained with ground-truth
ones.

Error (↓) Accuracy (↑)
Intrinsics AbsRel SqRel RMSE RMSElog δ<1.25 δ<1.252 δ<1.253

GT 0.108 0.785 4.736 0.195 0.871 0.958 0.981
COLMAP 0.110 0.774 4.721 0.197 0.867 0.958 0.981

B Camera Intrinsics Recovered with COLMAP

Similar to previous self-supervised MDE methods, FUMET requires camera in-
trinsics to compute the photometric error in training. In the following section, we
demonstrate that FUMET successfully trains a model with intrinsics recovered
with COLMAP [18] on the KITTI dataset [8]. In Sec. B.2, we also verify that
FUMET can leverage in-the-wild videos for training by using COLMAP.

B.1 Training on KITTI with Recovered Camera Intrinsics

We run COLMAP with the pinhole camera assumptions on KITTI sequences
containing 500 to 800 frames and use the median of the computed intrinsics
for training. We train Monodepth2 [10] (ResNet50) on FUMET under the same
training settings as described in Sec. 6.1. The results on KITTI (Tab. 1) show
that thanks to the accuracy of COLMAP, the model trained with the recovered
intrinsics achieves comparable accuracy to that trained with the ground-truth
values.

B.2 Training with In-the-wild Videos

We download two YouTube videos [1, 2] (73,100 frames) and run COLMAP to
recover the intrinsics. Since these videos are too long to use all the frames for
COLMAP, we manually extract consecutive 300 frames from uncrowded scenes
and run COLMAP individually with the pinhole camera assumptions. We train
Monodepth2 with FUMET on the dataset composed of the mixed dataset (Ar-
goverse2 [21], Lyft [12], A2D2 [9], and DDAD [11]), KITTI and the YouTube
videos. The batch size and the initial learning rate are the same as those used
in Sec. 6.1. For the same reason as described in Sec. A.2, we train for 6 epochs
with τmid = 2, reducing the learning rate by half every 2 epochs.

The results on KITTI shown in Tab. 2 demonstrate that adding in-the-wild
videos to the training dataset increases the dataset diversity and improves the
depth accuracy. This suggests the significance of being able to train without
sensor measurements.
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Table 2: FUMET can leverage YouTube videos for training and lead to slightly im-
proved accuracy. The results are evaluated on KITTI [7] (832×512 resolution). In the
Dataset column, M, K, and Y represent the mixed dataset, KITTI, and YouTube,
respectively.

Error (↓) Accuracy (↑)
Dataset AbsRel SqRel RMSE RMSElog δ<1.25 δ<1.252 δ<1.253

M+K 0.082 0.611 4.307 0.149 0.923 0.976 0.989
M+K+Y 0.084 0.608 4.264 0.148 0.923 0.977 0.989

C Assumption of Vehicle Presence

In contrast to inference time, FUMET leverages observed vehicles and creates
pseudo scale supervision for training. However, it does not create pseudo super-
vision for each frame independently but instead aggregates the scale information
into the camera height and optimizes it across the sequence. This allows FUMET
to create scale supervision from frames observing vehicles and provide scale su-
pervisory signals even for frames without observed vehicles. In fact, as shown
in Fig. 1, although the training dataset of KITTI contains many frames where
vehicles are not observed or are scarce, FUMET can train with high depth ac-
curacy.
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Fig. 1: The proportion of frames with the number of observed cars in the training
dataset of KITTI [8]. There is no or only one observed car in nearly half of the frames
in the dataset,



4 G.Kinoshita et al.

Table 3: Comparison with ZoeDepth [3] trained on the mixed dataset with LiDAR
depth. The results are evaluated on KITTI [7] (832×512 resolution). FUMET slightly
outperforms ZoeDepth in terms of depth accuracy even though FUMET does not use
ground-truth depth maps.

Error (↓) Accuracy (↑)
Method Supervision AbsRel SqRel RMSE RMSElog δ<1.25 δ<1.252 δ<1.253

ZoeDepth [3] GT 0.120 0.743 5.118 0.182 0.870 0.964 0.988
FUMET - 0.113 0.916 5.009 0.181 0.883 0.961 0.983

D Comparison to a Supervised Method

Our key contribution is a self-supervision cue for metric depth reconstruction.
As such, direct comparison with supervised methods (e.g ., ZoeDepth [3]) would
be unfair. That said, we can compare with supervised methods trained on our
mixed dataset using LiDAR depth. We use ZoeDepth as a representative method
for this comparison. We select the architecture most similar to our default model
(ResNet50) from its official implementation in terms of the number of parameters
and the architecture type, i.e., ConvNet, and skip pre-training performed in the
original paper for fairness.

The results on KITTI (Tab. 3) show that FUMET slightly outperforms
ZoeDepth. This suggests that it can achieve accuracy comparable to supervised
methods. This is likely because the richer self-supervision from the reconstruc-
tion loss (Eq. 3) forces the model to recognize scene contexts effectively, more so
than sparse LiDAR depth, and enables metric scale inference from them without
overfitting.

E Implementation Details of LSP

We implement LSP with PyTorch [16]. We train it for 15 epochs with a batch
size of 32 and warm-up the first 5 epochs. We use AdamW [14] optimizer with a
learning rate of 5.0× 10−4 linearly decreased to 4.0× 10−4 and a weight decay
of 0.05. As a backbone network, we employ ConvNeXt V2 [22] pre-trained with
ImageNet22K [17] and concatenate two linear layers to it. As a training dataset,
we use DVM-CAR [13], which contains 1,451,784 vehicle mask images from 899
UK market car models and their dimensions. All images are resized to 300×300
resolution. We use 80% of the data for training and others for validation. We
adopt multiple data augmentations mentioned in Sec. 5 to make the model robust
to the domain gap. We use L1 loss for each dimension as the objective function.

F Ablation Studies of LSP

As specified in Sec. 5 in the main paper, during training of LSP, we perform
beam/instance occlusion and truncation augmentations illustrated in Fig. 2
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Fig. 2: Visualization of beam/instance occlusion and truncation augmentations for
training LSP.

Table 4: Ablation of augmentations for LSP on KITTI [5] and Cityscapes [6]. We
evaluate each predicted dimension (height/width/length) on the absolute relative error.
Both beam/instance occlusion and truncation augmentation improve the prediction
accuracy.

beam occ. inst. occ. trunc. KITTI Cityscapes

0.081 / 0.159 / 0.174 0.088 / 0.065 / 0.082
✓ ✓ 0.071 / 0.162 / 0.179 0.080/ 0.069 / 0.080

✓ ✓ 0.074 / 0.150 / 0.172 0.083 / 0.065 / 0.078
✓ ✓ 0.079 /0.136/ 0.165 0.084 /0.057/0.077

✓ ✓ ✓ 0.062/ 0.147 /0.145 0.080/ 0.064 /0.077

along with common color jittering and blur. The beam occlusion simulates ob-
jects occluded by poles including traffic lights and trees. Their segmentation
mask is divided into more than two regions. The instance occlusion augmenta-
tion is for objects occluded by the other things including vehicles and people.
Truncation augmentation is for objects that are partially cropped out of images.
In Tab. 4, we ablate the effectiveness of these augmentations. The results show
that each augmentation contributes to improving the prediction accuracy both
on the KITTI and the Cityscapes datasets, i.e., they enhance the robustness to
any input image.

G Additional Quantitative Results on KITTI

In the main paper, we trained the multiple networks with FUMET on the KITTI
dataset [8] and evaluated them on the KITTI Eigen split [7] which is the most
widely used, comparing the weakly-supervised methods. We also evaluate the
same models with the improved ground-truth depth maps for KITTI introduced
in [19]. These improved depth maps are composed of 652 out of 697 test frames
in the Eigen split. The results shown in Tab. 5 demonstrate that the models
trained with FUMET still surpass weakly-supervised methods, both with and
without the median scaling, as well as when evaluating on the KITTI Eigen
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Table 5: Evaluation on KITTI improved ground truth [19] (640×192 resolution). The
models trained with FUMET outperform weakly-supervised methods in both results,
with and without the median scaling [26].

Error (↓) Accuracy (↑)
Method Supervision Scaling AbsRel SqRel RMSE RMSElog δ<1.25 δ<1.252 δ<1.253

G2S [4] GPS - 0.111 0.791 4.523 0.168 0.869 0.967 0.989
PackNet-SfM [11] V - 0.105 0.656 4.098 0.156 0.886 0.971 0.991

Wagstaff et al. [20] CamH - 0.097 0.636 4.281 0.153 0.887 0.975 0.993
VADepth [23] CamH - 0.091 0.555 3.871 0.134 0.913 0.983 0.995

DynaDepth [25] IMU+V+G - 0.092 0.477 3.756 0.135 0.906 0.983 0.996

Ours - - 0.089 0.506 3.806 0.134 0.908 0.984 0.996
Lite-Mono [24]+Ours - - 0.090 0.526 3.767 0.134 0.910 0.984 0.995
HR-Depth [15]+Ours - - 0.096 0.524 3.852 0.139 0.902 0.982 0.996
VADepth [23]+Ours - - 0.101 0.547 3.675 0.133 0.910 0.984 0.996

G2S [4] GPS ✓ 0.088 0.544 3.968 0.137 0.913 0.981 0.995
PackNet-SfM [11] V ✓ 0.100 0.606 3.943 0.145 0.900 0.977 0.993

Wagstaff et al. [20] CamH ✓ 0.095 0.602 4.145 0.146 0.902 0.978 0.994
VADepth [23] CamH ✓ 0.080 0.518 3.745 0.123 0.933 0.986 0.996

DynaDepth [25] IMU+V+G ✓ 0.084 0.448 3.761 0.130 0.917 0.984 0.996

Ours - ✓ 0.081 0.455 3.675 0.125 0.927 0.986 0.996
Lite-Mono [24]+Ours - ✓ 0.083 0.478 3.632 0.126 0.926 0.986 0.996
HR-Depth [15]+Ours - ✓ 0.084 0.461 3.719 0.129 0.922 0.985 0.996
VADepth [23]+Ours - ✓ 0.077 0.426 3.455 0.116 0.937 0.989 0.997

split. It should be emphasized that VADepth [23] trained with FUMET (row
9 and 18) outperforms the same network supervised with the measured camera
height (row 4 and 13). This proves that the pseudo camera height obtained via
the camera height optimization is more precise than the measured one.

H Additional Qualitative Results on KITTI

We provide additional results of FUMET in diverse scenes on the KITTI dataset.
As shown in Fig. 3, FUMET can predict more accurate depth maps than the
weakly-supervised methods, especially in road and object regions.



Unsupervised Training for Metric Monocular Road-Scene Depth Estimation 7

In
p
u
t

F
U

M
E
T

D
y
n
a

D
ep

th
[2

5
]

G
2
S
[4

]
V
A

D
ep

th
[2

3
]

GT

Error map

GT

Error map

In
p
u
t

F
U

M
E
T

D
y
n
a

D
ep

th
[2

5
]

G
2
S
[4

]
V
A

D
ep

th
[2

3
]

GT

Error map

GT

Error map

Fig. 3: Additional qualitative comparison on KITTI. We compare estimated depth
maps of Monodepth2 [10] trained with FUMET to the ones of weakly-supervised meth-
ods: G2S [4], DynaDepth [25], and VADepth [23]. In error maps, the larger depth errors
are represented in red, and smaller ones are depicted in blue. The results show that
FUMET can predict more accurate depth maps in various scenes, compared with the
weakly-supervised methods.
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